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ABSTRACT  

Data mining and machine learning techniques extract valuable information from database to exploit 

problem-solving and decision-making. Dimensionality reduction plays a key role in decision-making. 

Dimensionality reduction methods effectively reduce data dimensionality for efficient decision-making 

process. Linear Discriminant Analysis (LDA) is the most popular dimensionality reduction algorithm that 

found a subspace which minimize within-class distance and maximize between-class distance. LDA used 

arithmetic mean to calculate between-class distance. However, it has some limitations which were 

overcome by Harmonic Linear Discriminant Analysis (HLDA) and HLDA pairwise (HLDAp). HLDA and 

HLDAp used the harmonic mean to compute the between-class distance. However, the time complexity is 

high for the initialization of HLDAp. In this paper, Improved HLDAp (IHLDAp) is introduced to reduce 

the time complexity of HLDAp. An initialization schema is used in IHLDAp which initializes the 

composition matrix in a consistent and robust way. In the initialization schema, a datum is generated 

based on the identity of data, uniqueness of the data and noise. Then, the error of the initialization process 

is reduced by using Alternating Direction Method of Multipliers (ADMM). By minimizing the error, a 

proper initialization of composition matrix is achieved which helps to reduce the dimensionality of data. 

Finally, the reduced data is given as input to Support Vector Machine (SVM). The propose IHLDAp can 

be applied for both single label classification and multi-label classification problem. The experiments are 

conducted to prove the effectiveness of IHLDAp in terms of accuracy, precision and recall.  
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1. INTRODUCTION 

In order to learn potential information by mapping input data to target outputs machine learning 

algorithms are used. But, when the input data consist of noise or redundant features, the generalization 

capability of machine learning methods will be negatively affected, and thus dimensionality reduction [1, 

2] techniques are often required to pre-process training data to achieve better generalization performance. 

Dimensionality reduction is a task of reducing the number of variables which enhance the performance of 

the classification. Processing of high dimensional data leads the increase of complexity both in memory 

usage and execution time. There are different techniques have been proposed to reduce the dimensions of 

the dataset.  

Nowadays, Linear Discriminant Analysis (LDA) [3] is the most powerful and fundamental tools of 

dimensionality reduction for extracting effective features on high-dimensional vectors in input data. The 

LDA used arithmetic mean of between-class distances and it doesn’t consider pairwise between-class 

distance. So some classes may overlap with each other in subspace. This is the major limitation of LDA 

based dimensionality reduction method. To overcome the limitations in LDA, HLDA and HLDAp [4] 

were proposed for dimensionality reduction.  

The HLDA objective using the harmonic mean-based pairwise between-class distance for dimensionality 

reduction which overcomes the disadvantage of LDA. HLDA was proposed to weight more heavily the 

close distance pairs of classes in the optimization, the difficult part of the discriminant function. In most of 

the datasets, various classes has within-class covariance, the global average of within-class would differ 

significantly from each class. But usually, the average of two classes is likely to be close to each of the 

two classes. Based on this idea, HLDAp was proposed which believed that using the global average of 

within-class distances of all classes is a less accurate representation as compared to use average of two 

class covariance. However, the time consumption is high for initialization in HLDAp.   

In order to reduce the time complexity problem in HLDAp, IHLDAp is introduced in this paper for 

dimensionality reduction. In IHLDAp, an initialization schema is introduced which initializes the 

composition matrix in a consistent and robust way. Also, ADMM is used to reduce the error of 

initialization process. A proper initialization is achieved by minimizing the error. The reduced data is 

processed by SVM for classification process. By the proper initialization of HLDAp, an effective reduced 

data with less time is obtained which enhance the classification accuracy.   
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2. LITERATURE SURVEY  

A feature ranking method is proposed [5] for intrusion detection system. This method was based on the 

gain and correlation of information. Through integrating the ranks obtained from both correlation and 

information gain the novel approach reduced the features. Finally, the reduced features were given for 

training and testing of KDD99 dataset as input to the feed forward neural network. Prior to practice, the 

KDD99 dataset is pre-processed by normalizing each class's number of instances. Then, the system 

behaved smartly to classify the test data into classes of attack and non-attack. Pre-processing is done 

manually in this method and it is possible to minimize the number of features in the reduced feature set 

which are the key drawbacks of this approach. 

A Hybrid Genetic Algorithm with Wrapper- Embedded feature approach (HGAWE) [6] was proposed for 

feature selection in big data analysis. Through combining the genetic algorithm with the embedded 

regularization approach, this approach merged global search and local search. In addition, a new 

representation of chromosomes has been suggested in HGAWE for local and global optimization 

procedures. The regularization method has been chosen for the relevant features in big data, as per the 

representation of the chromosome. A training framework was developed simultaneously. The genetic 

operations were used to maximize the control parameters in non-convex regularization. However, the 

genetic algorithm is sensitive to the initial population.  

A novel framework [7] was presented which combined distributed feature selection approach and 

econometric models for efficient economic big data analysis. To recognize the important attributes in 

economic data, a subtractive clustering-based feature selection algorithm was developed. Subtractive 

clustering is a clustering algorithm based on density that examined the correlation of data samples. The 

identification of the representative attributes was then merged with attribute coordination. To capture the 

hidden patterns for economic development, these feature selection processes combined with econometric 

model construction. However, this framework has high computational complexity problem.  

A holistic approach [8] approach was presented to distributed dimensionality reduction of big data. A 

chunk tensor was presented in this approach to develop a unified model by merge the unstructured, 

structured and semi-structured data. In the unified model, all characteristics of the heterogeneous data 

were approximately ordered along the tensor orders. The dimensionality of the unified model was reduced 

by a proposed Lanczos based High Order Singular Value Decomposition algorithm. A Transparent 

Computing paradigm and linear predictive model were employed to construct the distributed computing 

platform and to partition the data blocks respectively. It executed the dimensionality reduction task 

effectively. However, this approach can provide a low rank approximation for the initial tensor which is 

not the best approximation of the initial data.  
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A Genetic Programming approach [9] was presented for high efficient feature selection technique that an 

efficient selection of the significant features was offered. Here, two main challenges such as curse of 

dimensionality and skewed data classification were considered for Automatic Document Classification 

(ADC). The proposed solution used the space of possible combinations of features selected via basic 

metrics to establish an unbiased estimator of the features ' discriminative power. Numerous feature space 

projections were combined with the proposed approach, optimizing classification accuracy and capturing 

the strongest feature-class relationships. In this method, due to data skewness, the problem of weighting 

and combining numerical values ranging from different scales to poor feature choice was avoided. 

A hybrid approach called Ant Colony Optimization- Artificial Neural Network (ACO-ANN) [10] was 

proposed for feature selection in big data environment. The selection process was analyzed using the ACO 

algorithm and the ANN was used as the ACO-ANN method classification. By updating the position and 

velocity of each ant in the population, ACO minimized the dimensionality of original data by choosing 

optimal features. The selected features were used in ANN, which listed the best subset of features from all 

subsets and categorized the text. However, it has low accuracy problem.  

3. METHODOLOGIES  

In this section, dimensionality reduction based on LDA, HLDA, HLDAp and IHLDAp is described in 

detail.  

3.1 Linear Discriminant Analysis  

LDA is a widely used supervised dimensionality reduction algorithm. Assume, 𝑋 ∈ ℝ𝑝×𝑛  be the data 

matrix, where 𝑋 = (𝑥1, 𝑥2, … 𝑥𝑛) and 𝑝 is the data dimension and 𝑛 is the number of data points. Here, 𝑘 

represent the class index, 𝑐 represent the desired sub space dimension, 𝐾 represents the total number of 

classes. A transformation matrix to a 𝑐-dimensional subspace is represented as 𝐻 ∈ ℝ𝑝×𝑐. The between-

class scatter matrix 𝑀𝑏𝑐,within-class scatter matrix 𝑀𝑤𝑐 and total scatter matrix 𝑀𝑡𝑜𝑡𝑎𝑙 is given as follows:  

                                       𝑀𝑏𝑐 = ∑ 𝑁𝑃𝑘(𝑠𝑘 − 𝑠)(𝑠𝑘 − 𝑠)
𝑇𝐾

𝑘=1                           (1) 

                                       𝑊𝑘 =
1

𝑁𝑃𝑘
∑ (𝑥𝑖 − 𝑠𝑘)(𝑥𝑖 − 𝑠𝑘)

𝑇
𝑥𝑖∈𝑘

                         (2) 

                                               𝑀𝑤𝑐 = ∑ 𝑁𝑃𝑘𝑊𝑘
𝐾
𝑘=1                                          (3)  

                                             𝑀𝑡𝑜𝑡𝑎𝑙 = 𝑀𝑏𝑐 +𝑀𝑤𝑐                                           (4) 

 where, 𝐾 is the total class number, 𝑁𝑃𝑘 is the number of points in class 𝑘,𝑠𝑘 is the mean of class 𝑘 

and 𝑠 is the mean of entire dataset  

𝑠𝑘 and 𝑠 are calculated as,  

                                                      𝑠𝑘 =
∑ 𝑥𝑖𝑥𝑖∈𝑘

𝑁𝑃𝑘
                                                  (5) 
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                                                       𝑠 =
∑ 𝑥𝑖𝑥𝑖∈𝑘

𝑁
                                                   (6) 

 

𝑀𝑏𝑐 , 𝑀𝑤𝑐  and 𝑀𝑡𝑜𝑡𝑎𝑙  are semi-positive definite matrices. Traditional LDS determines a transformation 

matrix 𝐻 by solving the issue: 

                                                   max
𝐻
𝑇𝑟

𝐻𝑇𝑀𝑏𝑐𝐻

𝐻𝑇𝑀𝑤𝑐𝐻
                                           (7) 

The concentrate of LDA is to maximize the between-class distance during minimizing within-class 

distance. The problem specified in Eq. (8) can be maximized to maximize between-class distance in the 

subspace of 𝐻.  

                                max
𝐻
∑ ‖𝐻𝑇(𝑠𝑘 − 𝑠)‖

2𝐾
𝑘=1 = 𝑇𝑟(𝐻𝑇𝑀𝑏𝑐𝐻)                  (8) 

The problem specified in Eq. (3.9) can be minimized to minimize the sum of within-class distance in the 

sub-space of 𝐻.  

                          min
𝐻
∑ ∑ ‖𝐻𝑇(𝑥𝑖 − 𝑠𝑘)‖

2
𝑥𝑖∈𝑘

𝐾
𝑘=1 = 𝑇𝑟(𝐻𝑇𝑀𝑤𝑐𝐻)             (9) 

 Another similar LDA objective function is formed by combining the above two tasks together 

which is given as follows,  

max
𝐻

𝑇𝑟(𝐻𝑇𝑀𝑏𝑐𝐻)

𝑇𝑟(𝐻𝑇𝑀𝑤𝑐𝐻)
 

                               Subject to:     𝐻𝑇𝐻 = 1                                                 (10) 

Based on the objective function in Eq. (10), the dimensionality of the data is reduced.  

3.2 Harmonic Linear Discriminant Analysis  

The HDLA objective using the harmonic mean-based pairwise between-class distance for dimensionality 

reduction that overcomes the disadvantages of LDA. The arithmetic mean formulation is equivalent to the 

Eq. (3.10). The objective function of HLDA is given as follows:  

min
𝐻
𝐼1(𝐻) =∑𝑛𝑘𝑛𝑙

𝐾

𝑘=𝑙

𝑇𝑟(𝐻𝑇𝑀𝑤𝑐𝐻)

𝑇𝑟(𝐻𝑇𝐵𝑘𝑙𝐻)
 

                    Subject to: 𝐻𝑇𝐻 = 1                                                                   (11) 

where, 𝐵𝑘𝑙- pairwise between-class scatter matrix for class 𝑘 and 𝑙.  
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HLDA was proposed to weight more heavily the close distance pairs of classes in the optimization, the 

difficult part of the discriminant function; whereas the conventional LDA weights more of large distance 

pairs, the less important part of the discriminant function. Hence, the HLDA is more robust.  

An efficient algorithm was introduced to minimize the HLDA objective. The gradient of Eq. (11) is given 

as follows,  

            ∇𝐼1 ≜
𝜕𝐼1

𝜕𝐻
= 2∑ 𝑛𝑘𝑛𝑙

𝑀𝑤𝑐𝐻

𝑇𝑟(𝐻𝑇𝐵𝑘𝑙𝐻)
𝑘<𝑙 − 2∑ 𝑛𝑘𝑛𝑙𝐵𝑘𝑙𝐻

𝑇𝑟(𝐻𝑇𝑀𝑤𝑐𝐻)

(𝐻𝑇𝐵𝑘𝑙𝐻)
2𝑘<𝑙      (12) 

Limitation 𝐻𝑇𝐻 = 𝐼  enforces 𝐻  on the Stiefel manifold. Variations of 𝐻  on this manifold is parallel 

transport, which gives some constraint to the gradient. The gradient that reserves the manifold structure is  

                                                  ∇𝐼1 − 𝐻|∇𝐼1|
𝑇𝐻                                           (13) 

Hence the algorithm computes the new 𝐻 is given as follows:  

                                       𝐻 ← 𝐻 − 𝜑(∇𝐼1 − 𝐻[∇𝐼1]
𝑇𝐻)                                 (14) 

In Eq. (14), 𝜑- step size. The manifold preserving the dimension which is typically small and it is very 

fast.  

Stiefel gradient descent algorithm for HLDA  

Input: 𝑋 ∈ ℝ𝑝×𝑛, class indicator matrix 𝑌 ∈ ℝ𝑛×𝑘, 𝐾, 𝑐 

Output: Projection matrix 𝐻 ∈ ℝ𝑝×𝑐 

1. Initialize 𝐻 

2. Calculate 𝑀𝑤𝑐 and 𝐵𝑘𝑙 

3. while objective in Eq. (3.11) not converge do  

4. Calculate Stiefel manifold gradient 

5. Update 𝐻 

6. end while  

3.3 Harmonic Linear Discriminant Analysis pairwise (HLDAp) 

In most of the datasets, various classes has within-class covariance, the global average of within-class 

𝑀𝑤𝑐 would differ significantly from each class. But usually, the average of two classes is likely to be close 

to each of the two classes. Based on this idea, it is believed that using the global average of within-class 

distances of all classes is a less accurate representation as compared to use average of two class 
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covariance. Providentially, this pairwise average can be accommodated into Eq. (11). For this purpose, the 

pairwise within-class covariance of class 𝑘 and 𝑙 is introduced in HLDAp which is expressed as follows:  

                                          𝑊𝑘𝑙 =
1

𝑛𝑘+𝑛𝑙
(𝑛𝑘𝑊𝑘 + 𝑛𝑙𝑊𝑙)                             (15) 

In Eq. (12), 𝑊𝑘 and 𝑊𝑙 is calculated as in Eq. (2). The objective function of HLDAp is given as follows,  

min
𝐻
𝐼2(𝐻) =∑𝑛𝑘𝑛𝑙

𝐾

𝑘=𝑙

𝑇𝑟(𝐻𝑇𝑊𝑘𝑙𝐻)

𝑇𝑟(𝐻𝑇𝐵𝑘𝑙𝐻)
 

                    Subject to: 𝐻𝑇𝐻 = 1                                                                   (16) 

A Stiefel gradient descend method is used to solve the minimization problem which is given as follows,  

                     ∇𝐼2 ≜
𝜕𝐼1

𝜕𝐻
= ∑ 2𝑛𝑘𝑛𝑙 [

𝑊𝑘𝑙𝐻

𝑇𝑟(𝐻𝑇𝐵𝑘𝑙𝐻)
− 𝐵𝑘𝑙𝐻

𝑇𝑟(𝐻𝑇𝑊𝑘𝑙𝐻)

𝑇𝑟(𝐻𝑇𝐵𝑘𝑙𝐻)
2]𝑘<𝑙          (17) 

3.4 Multi-label HLDA and HLDAp 

In multi-class classification problem, each object is classified into more than one class. The objective of 

multi-label HLDA is formed by considering multi-label between-class scatter matrix 𝑀𝑏𝑐̃ and within-class 

scatter matrix 𝑀𝑤𝑐̃ :  

min
𝐻
∑𝑛𝑘𝑛𝑙

𝐾

𝑘<𝑙

𝑇𝑟(𝐻𝑇𝑀𝑤𝑐̃ 𝐻)

𝑇𝑟(𝐻𝑇𝐵𝑘𝑙̃𝐻)
 

                    Subject to: 𝐻𝑇𝐻 = 1                                                               (18) 

This is solved using similar approach as Eq. (11).  

The multi-label pairwise within-class scatter matrix 𝑊𝑘𝑙̃  is defined as,       

                                       𝑊𝑘𝑙̃ =
1

𝑛𝑘+𝑛𝑙
(𝑛𝑘𝑊𝑘̃ + 𝑛𝑙𝑊𝑙̃)                                (19) 

The objective of multi-label HLDAp is given as follows,  

min
𝐻
∑𝑛𝑘𝑛𝑙

𝐾

𝑘<𝑙

𝑇𝑟(𝐻𝑇𝑊𝑘𝑙̃ 𝐻)

𝑇𝑟(𝐻𝑇𝐵𝑘𝑙̃𝐻)
 

                    Subject to: 𝐻𝑇𝐻 = 1                                                              (20) 

Eq. (20) is solved using Eq. (16).   
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3.3 IMPROVED HARMONIC LINEAR DISCRIMINANT ANALYSIS PAIRWISE 

In IHLDAp, the initialization problem is formulated as,  

                                        𝑥𝑖,𝑗 = 𝑌ℎ𝑖 + 𝐺𝑤𝑖,𝑗 + 𝑟𝑖,𝑗                                  (21) 

In Eq. (21), 𝑥𝑖,𝑗 is the data point, 𝑌 is the subspace that provides different objects that exist in the training 

set,  ℎ𝑖 is the vector that defines the identity of the particular data point, 𝐺 is the projection matrix that 

defines the uniqueness for each data, 𝑤𝑖,𝑗 is the vector that provides the uniqueness for the particular data 

and 𝑟𝑖,𝑗 is the missing value or noise in the image.  

Without any loss of generality, suppose that exist a total of 𝑃 data and a total of 𝑜 identities. By heaping 

all data in a column-wise manner, the model in (21) is reframed as,  

                                  𝑋 = 𝑌[ℎ11
𝑇 …ℎ𝐼1

𝑇] + 𝐺𝑊𝑘𝑙̃ 𝐵𝑘𝑙̃ + 𝑅                        (22) 

In Eq. (22), 

                                  𝑋 = [𝑥1,1…𝑥1,𝐽…𝑥𝐼,1…𝑥𝐼,𝐽]                                       (23) 

                                                                1𝑇 = [1…1]⏟                                              (24) 

                                                                  J-times   

                                       𝑅 = [𝑟1,1…𝑟1,𝐽…𝑟𝐼,1…𝑟𝐼,𝐽]                                      (25) 

The error 𝑅 is minimized to provide subspaces 𝑌 and 𝐺 as informative as possible. In order to achieve 

this, the following Eq. (3.26) needs to be solved.  

min
𝑅

1

2
‖𝑅‖𝑌

2  

                                    Subject to: 𝑋 = 𝑌[ℎ11
𝑇 …ℎ𝐼1

𝑇] + 𝐺𝑊𝑘𝑙̃ 𝐵𝑘𝑙̃ + 𝑅      (26) 

where, 𝑌𝑇𝑌 = 𝐼, 𝐺𝑇𝐺 = 𝐼, 𝑌𝑇𝐺 = 0 

In Eq. (26), ‖𝑋‖𝑌 = √𝑡𝑟(𝑋𝑇𝑋) is the Forbenius norm and 𝑡𝑟(. ) is the trace of a square matrix. In order to 

ensure the subspaces are not correlated, a orthonormality constraints is introduced in the minimization 

function and hence the solution is identifiable. Eq. (26) is solved by using the Alternating Direction 

Method of Multipliers (ADMM) where an augmented Lagragian is minimized. The augmented 

Lagrangian can be written as follows:  

                         ℒ(𝜃) = min
𝜃
{
1

2
‖𝑅‖𝑌

2 + 𝑡𝑟[𝛬𝑇(𝑋 − 𝑌𝐻 − 𝐺𝑊𝑘𝑙̃ 𝐵𝑘𝑙̃ − 𝑅)] +
𝜇

2
‖𝑋 − 𝑌𝐻 − 𝐺𝑊𝑘𝑙̃ 𝐵𝑘𝑙̃ −

𝑅‖
𝑌

2
} 
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                    Subject to: 𝑌𝑇𝑌𝑡 = 𝐼, 𝑌𝑡
𝑇𝐺𝑡 = 0                                                (27) 

For deriving subspace 𝐺, the following Eq. (28) need to solve  

                                     𝐺𝑡+1 = argmin
𝐺𝑡

‖𝑋 − 𝑅𝑡 +
𝛬𝑡

𝜇𝑡
𝐺𝑊𝑘𝑙_𝑡̃𝐵𝑘𝑙_𝑡̃ − 𝑌𝑡+1𝐻𝑡‖

𝑌

2

            

                  Subject to: 𝐺𝑡
𝑇𝐺𝑡 = 𝐼, 𝐺𝑡

𝑇𝑌𝑡+1 = 𝐼                                              (28) 

Eq. (28) is solved using Eq. (16). Thus the dimensionality of the data is reduced effectively. The reduced 

dimensionality data is given as input to the Support Vector Machine (SVM) to classify the data.  

4. RESULT AND DISCUSSION 

In this section, the performance of LDA-SVM, HLDA-SVM, HLDAp-SVM and IHLDAp-SVM are tested 

in terms of accuracy, precision and recall. Single label datasets YaleB and ATT and multi-label datasets 

MediaMill and Barcelona datasets are used for experimental purpose. Table 1 shows the dataset 

description.  

Table.1 Dataset Description 

Data Dataset Type Dimension Sample Number Class Number 

YaleB Single-label dataset 504 1984 31 

ATT Single-label dataset 644 400 40 

MediaMill Multi-label dataset 120 6601 74 

Barcelona Multi-label dataset 48 139 4 

 

4.1 Accuracy  

Accuracy is the measure of correctly classify the data based on the reduced dimensionality in all instances. 

It can be calculated by 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃) + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒(𝑇𝑁))

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝐹𝑃) + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝐹𝑁))
 

where, TP is actual positive data which are exactly classified as positives, TN is the actual negative data 

which are classified exactly as negatives, FP is known negative data which are wrongly classified as 

positives and FN is known positive data which are wrongly classified as negatives. 

Figure.1 shows accuracy of LDA-SVM, HLDA-SVM, HLDAp-SVM and IHLDAp-SVM on YaleB and 

ATT datasets. On YaleB dataset, the accuracy of IHLDAp-SVM is 46.03% greater than LDA-SVM, 

29.58% greater than HLDA-SVM and 8.24% greater than HLDAp-SVM. On ATT dataset, the accuracy of 

IHLDAp-SVM is 15.38% greater than LDA-SVM, 9.76% greater than HLDA-SVM and 3.45% greater 
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than HLDAp-SVM. From this analysis, it is proved that the proposed IHLDAp-SVM has high accuracy 

than other methods for single-label datasets.  

 

Figure.1 Evaluation of Accuracy on Single-label Dataset 

 

Figure.2 Evaluation of Accuracy on Multi-label Dataset 

Figure.2 shows accuracy of LDA-SVM, HLDA-SVM, HLDAp-SVM and IHLDAp-SVM on Barcelona 

and MediaMill datasets. On Barcelona dataset, the accuracy of IHLDAp-SVM is 36.36% greater than 

LDA-SVM, 26.76% greater than HLDA-SVM and 5.88% greater than HLDAp-SVM. On MediaMill 

dataset, the accuracy of IHLDAp-SVM is 34.63% greater than LDA-SVM, 28.86% greater than HLDA-

SVM and 5.99% greater than HLDAp-SVM. From this analysis, it is proved that the proposed IHLDAp-

SVM has high accuracy than other methods for multi-label datasets.  
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4.2 Precision 

Precision value is evaluated according to the classification at true positive prediction and false positive 

prediction.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 

 

Figure.3 Evaluation of Precision on Single-label Dataset 

Figure.3 shows precision of LDA-SVM, HLDA-SVM, HLDAp-SVM and IHLDAp-SVM on YaleB and 

ATT datasets. On YaleB dataset, the precision of IHLDAp-SVM is 32.81% greater than LDA-SVM, 

21.43% greater than HLDA-SVM and 6.25% greater than HLDAp-SVM. On ATT dataset, the precision 

of IHLDAp-SVM is 15.79% greater than LDA-SVM, 6.02% greater than HLDA-SVM and 3.53% greater 

than HLDAp-SVM. From this analysis, it is proved that the proposed IHLDAp-SVM has high precision 

than other methods for single-label datasets.  

Figure.4 shows precision of LDA-SVM, HLDA-SVM, HLDAp-SVM and IHLDAp-SVM on Barcelona 

and MediaMill datasets. On Barcelona dataset, the precision of IHLDAp-SVM is 27.69% greater than 

LDA-SVM, 18.57% greater than HLDA-SVM and 3.75% greater than HLDAp-SVM. On MediaMill 

dataset, the precision of IHLDAp-SVM is 25% greater than LDA-SVM, 19.57% greater than HLDA-

SVM and 4.43% greater than HLDAp-SVM. From this analysis, it is proved that the proposed IHLDAp-

SVM has high precision than other methods for multi-label datasets.  

 

http://www.ijcrt.org/


www.ijcrt.org                                                 © 2021 IJCRT | Volume 9, Issue 2 February 2021 | ISSN: 2320-2882 

IJCRT2102187 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 1552 
 

 

Figure.4 Evaluation of Precision on Multi-label Dataset 

5.2.3 Recall  

Recall is evaluated according to classification at true positive and false negative predictions.  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 

 

 

Figure.5 Evaluation of Recall on Single-label Dataset 

Figure.5 shows recall of LDA-SVM, HLDA-SVM, HLDAp-SVM and IHLDAp-SVM on YaleB 

and ATT datasets. On YaleB dataset, the recall of IHLDAp-SVM is 33.85% greater than LDA-SVM, 

24.29% greater than HLDA-SVM and 7.41% greater than HLDAp-SVM. On ATT dataset, the recall of 

IHLDAp-SVM is 22.97% greater than LDA-SVM, 10.98% greater than HLDA-SVM and 3.41% greater 

than HLDAp-SVM. From this analysis, it is proved that the proposed IHLDAp-SVM has high recall than 

other methods for single-label datasets.  

http://www.ijcrt.org/


www.ijcrt.org                                                 © 2021 IJCRT | Volume 9, Issue 2 February 2021 | ISSN: 2320-2882 

IJCRT2102187 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 1553 
 

 

Figure.6 Evaluation of Recall on Multi-label Dataset 

Figure.6 shows recall of LDA-SVM, HLDA-SVM, HLDAp-SVM and IHLDAp-SVM on 

Barcelona and MediaMill datasets. On Barcelona dataset, the recall of IHLDAp-SVM is 30.77% greater 

than LDA-SVM, 21.43% greater than HLDA-SVM and 6.25% greater than HLDAp-SVM. On MediaMill 

dataset, the recall of IHLDAp-SVM is 29.09% greater than LDA-SVM, 25.29% greater than HLDA-SVM 

and 5.19% greater than HLDAp-SVM. From this analysis, it is proved that the proposed IHLDAp-SVM 

has high recall than other methods for multi-label datasets.  

5. CONCLUSION  

In this paper, IHLDAp is proposed for dimensionality reduction which solves the time complexity 

problem in HLDAp. An initialization schema is introduced in IHLDAp which eliminate the local maxima 

problem and initializes the composition matrix in more efficient way. In IHLDAp, a datum is created 

according to the identity of data, uniqueness of the data and noise. Also, the error is reduced by using 

ADMM. Thus, proper initialization of composition matrix is achieved which enhance the performance of 

dimensionality reduction and data classification. The experimental results prove that the proposed 

IHLDAp-SVM has high accuracy, precision and recall for both single label and multi-label datasets.  
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